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Abstract. The ride-hailing app must provide users with appropriate pick-up
points when they submit their travel demands and their locations are recognized,
efficiently reducing users’ operation complexity and optimizing the software per-
formance. Most apps currently try to search for locations near users’ current GPS
locations as the Points of Interest (POIs), which is an efficient method of locat-
ing, but seriously ignores personal preferences. In this paper, we deeply ana-
lyze the historical ride-hailing orders of users on Didi Chuxing platform (http://
www.didiglobal.com). We explore the given dataset, get the general regularity
of users’ commuting, and propose a Pick-Up Points Recommendation Model
(PPRM) based on the clustering algorithm. We cluster users’ historical orders
using Density-Based Spatial Clustering of Applications with Noise (DBSCAN)
according to orders’ spatial information. In this way, the candidate outputs clos-
est to the user’s current environment/feature can be found in a specific category.
The linear addition of the candidate outputs severs as the final pick-up point
provided. Therefore, our model can offer recommendations of the best pick-up
points. In addition, experimental results based on real-world datasets indicate that
our model can efficiently and accurately provide users with optimal points.

Keywords: Pick-up point recommendation · Travel pattern mining · Cluster
analysis · Ride-hailing system · Data analysis

1 Introduction

Pick-up point recommendation is one of the essential functions of ride-hailing apps.
With the increasing of users’ historical ride-hailing orders, it is vital to dig out users’
travel patterns from users’ historical travel records and recommend the optimal pick-up
points that meet their preferences.

Location prediction has been a craze for a long time. Numerous location data
(such as trajectories, social network sign-in data, and location information obtained by
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various smart terminals) covers the users’ travel characteristics and can be used to pre-
dict the following locations of users [14,20]. For instance, Li et al. [9] and Yoon et al.
[23] predicted individual locations by calculating the similarity of moving behaviors
and trajectories, respectively. Tseng et al. [16] tried to mine the mobile sequential pat-
terns related to users’ movement paths and time intervals and predicted users’ following
locations. The space areas can be divided by the Voronoi diagram, and a Markov loca-
tion prediction model [12,15] based on regional features of users’ movements is pro-
posed. Furthermore, based on the trajectory data generated by smartphones and wear-
able smart devices, Kown et al. [4] proposed a location prediction method via pattern
matching and similarity measurement. In addition, Zhang et al. [25] deeply mined the
users’ moving patterns and used the generated moving rules to predict the following
locations.

The migration of users’ locations has temporal and spatial correlation, and exploring
the temporal and spatial patterns is essential for accurate location prediction. Lei et al. [6]
proposed a spatiotemporal trajectorymodel, which could capture the spatiotemporal fea-
tures of individual trajectories and improve the accuracy of location prediction. Xu et al.
[18] converted the location prediction problem into a classification problemby extracting
the spatiotemporal features in the historical trajectory data and proposed a learner based
on a modified Support Vector Machine. At the same time, temporal and spatial gates
that independently process individual movement information are introduced into Long
Short-Term Memory (LSTM) to effectively extract individual trajectory features [19].
Moreover, Zhang et al. [26] proposed a multi-task location prediction framework based
on LSTM and Convolutional Neural Networks (CNN). In this model, LSTM is responsi-
ble for extracting the location sequence and time attributes, and CNN extracts the spatial
correlation of each location. In addition, LSTM can not only predict the short-term loca-
tion of users but also the long-term movement trajectory by mining the periodicity of
the users’ movement [17]. Location prediction can also be considered as a classification
problem based on the users’ current feature [21,29]. For example, Lei et al. [5] pro-
posed a spatiotemporal trajectory framework, which extracted the spatial information
by the clustering algorithm and then explored individual travel behavior in the form of
a probability suffix tree. Li et al. [10] classified users according to certain classification
standards and proposed corresponding prediction schemes for each category of users.

The methods mentioned above only consider the basic temporal and spatial infor-
mation, while ignore the deeper features such as users’ preferences [22], context [2],
social correlation [3], and location semantics [27]. By analyzing the location informa-
tion recorded by smartphones on social networks, Zhou et al. [28] concluded that collec-
tive spontaneous mobility would affect users’ mobility. And this conclusion is proved
to be effective for location prediction. Zhang et al. [24] represented users’ preferences
with a tensor and used the preference tensor to predict the next location. Moreover, a
multi-context-based deep neural network location prediction model was proposed by
Liao et al. [11], which captures the deep-level preferences by modeling different con-
texts. In addition, the sparsity of historical trajectory data often negatively affects the
accuracy of position prediction. Therefore, individual-group trajectory prediction mod-
els were proposed in [7,8], in which the methods of location extraction, clustering,
matching prediction, and probability suffix tree are used to reduce the impact of data
sparsity on the prediction results and improve the accuracy.
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In this paper, we propose a Pick-Up Point Recommendation Model (PPRM) using
users’ historical ride-hailing data and can determine whether to provide relevant ser-
vices according to users’ requirements on the recommendations. Our contribution can
be summarized in the following points:

1. We deeply dig into the personal travel pattern of users and outline some common-
alities through the detailed analysis of the historical order data in many aspects.
We further design an unique location recommendation model to provide users with
optimal pick-up points which suit their preferences.

2. We introduce DBSCAN, which can be effectively classified without specifying the
number of, to cluster user’s historical orders, and the idea of order clustering before
order matching can effectively reduce the running time and computation complexity
of the location recommendation model.

3. The experimental results show that the models designed in this paper can predict
users’ pick-up points nicely and further optimize the related functions of existing
apps to facilitate the operations of users.

2 Dataset and Dataset Analysis

2.1 Dataset

The dataset used in this paper is the historical ride-hailing orders of Didi Chuxing’s
users from January to June, 2019. The items of each order are as follows:

– User ID and Order ID: Each user or order has a distinctive id.
– Departure time: The user’s pick-up time in each order.
– Starting lat and Starting lng: The latitude and longitude of the user’s pick-

up/starting point, respectively.
– Starting name: The point of interest (POI) of the user’s pick-up points.
– Dest lat and Dest lng: The latitude and longitude of the user’s destination, respec-

tively.
– Dest name: The POI of the user’s destination.

2.2 Dataset Analysis

The distribution of users’ orders is shown in Fig. 1. We can notice that the historical
order volume of most users within half a year is between 280 to 520 (Noted in the
orange box), and only a few have more than 750 orders (Noted in the red box). All
order information has been anonymously summarized, and abnormal orders caused by
the cancellation of passengers or any other reason have been excluded.
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Fig. 1. The numbers of users under different order volumes. (Color figure online)

We separately counted the daily and hourly order volume. The daily order vol-
ume has a stage of rapid decay and rise, as shown in the red box of Fig. 2(a). This
stage starts at the end of January and ends at the beginning of February. Although
the daily order volume later is at a high level, the overall trend is declining. While,
the hourly order volume has three peaks, which are corresponding to rush hour at
morning/afternoon/evening, respectively, as shown in Fig. 2(b). Moreover, users con-
centrate on taking taxis during the day, and the daytime (7:00 am–7:00 pm) order vol-
ume account for about 68% of the total.

(a) Daily order volume. (b) Hourly order volume.

Fig. 2. The volume of orders over time. (Color figure online)

Besides, there are differences between orders on workdays and holidays. Figure 3
respectively depicts the proportion of order volume in each period of workdays and hol-
idays. There are three peaks of order volume on workdays, which is similar to Fig. 2(b).
However, there is no morning peaks on holiday. Traffic jams in the morning on work-
days often occur due to daily commuting. On the contrary, people often choose to go
out relatively late on holidays.
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Fig. 3. The order volume on workdays and holidays.

In addition, the dataset of users’ orders contains 112581 POIs of pick-up points and
88717 POIs of drop-off points. The order volume of each location is listed in Fig. 4.
Since the number of drop-off points only accounts for 78.8% of the number of pick-
up points, the orders in the dataset have a certain degree of aggregation in the spatial
dimension, which can be seen in Fig. 4 marked in the red lines. It is worth noting that
several drop-off points in Fig. 4(b) share extremely high order volume. We check these
locations separately and find that they are all located at commercial spots or train sta-
tions. These areas have always been the places with high demand for urban commuting.

Fig. 4. The order volume for each pick-up and drop-off point. (Color figure online)



398 L. Zhang et al.

3 User Travel Behavior Analysis

3.1 The Analysis of Temporal Information in Users’ Historical Orders

Figure 5(a–b) shows the temporal distribution of users’ historical orders. It can be seen
that the users took a taxi at least once in 68% of days since the number of workdays
is the majority, the trend of orders on workdays is alike as to the overall trend. There
are three peaks in the order curve of the workday, which is similar to that in Fig. 2(b).
However, the curve of order volume for the weekends is quite different. The trend of
orders on weekends is more gradual compared to workdays, and there is only one peak
at 17:00.

3.2 The Analysis of Spatial Information in Users’ Historical Orders

According to the straight-line distance between the pick-up and drop-off points in each
order, we set three levels to divide the distance: short-distance (<5 km), mid-distance
(5–10 km), and long-distance (>10 km). Figure 5(c–d) describes the distance distribu-
tion. Short-distance and mid-distance trips account for the vast majority of the travel
records. In Fig. 5(d), the hourly short-distance distribution curve has a similar trend to
the hourly order volume curve in Fig. 5(b). The number of mid-distance trips is smaller
than that of short-distance trips but is larger than that of long-distance trips.

The pick-up and drop-off points of most users are highly clustered. We show the rel-
ative positions of pick-up points and drop-off points in all historical orders in Fig. 6(a),
and we can see that most locations are clustered in a certain space range, as shown in
Fig. 6(b).

Through the same analysis of other users, we discover two commonalities of users’
travel behavior:

Fig. 5. The temporal and spatial distribution of historical orders.
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1. The travel time patterns of users can be roughly divided into two categories: regular
and irregular. Most users have obvious different travel patterns in different periods,
such as workdays and holidays. These users have regular travel patterns of relatively
stable travel time and relatively similar pick-up and drop-off points. But there are
also users with no regular patterns. In addition, most users’ pick-up and drop-off
points are clustered, and also, a few users own discrete locations.

2. The average distance of each user’s historical orders is distinct, but most users take
short-distance and mid-distance trips as their primary travel modes.

4 Pick-Up Point Recommendation Model

Pick-up Point Recommendation Model (PPRM) can be briefly stated as follows: First,
the users’ historical orders are clustered by DBSCAN [1] based on the spatial distri-
bution of pick-up points, and the orders that match the users’ current environment are
searched in a certain category. The overall framework of PPRM is shown in Algorithm
1. Note that all feature vectors in our algorithm have been normalized.

4.1 Order Clustering via DBSCAN

DBSCAN is a density-based spatial clustering method, which treats an area with suf-
ficient density as a cluster (category) and can find arbitrary-shaped clusters in spatial
data with noise. Here, a cluster is defined as the largest collection of closely connected
points. Compared with other clustering algorithms, like the k-means clustering algo-
rithm [13], DBSCAN has the advantages as follows:

– DBSCAN does not need to specify the number of clusters manually.
– DBSCAN can find clusters of any shape.
– DBSCAN can identify the noise points.

Fig. 6. The spatial distribution of historical orders.
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Algorithm 1: PPRM
Input: feature vector v, historical order data X
Output: recommended pick-up point xrec

1 // Order clustering
2 The orders are clustered by Algorithm 2;
3 // Order matching
4 The set of best matching orders Vbest is obtained by Algorithm 3;
5 // Pick-up point recommendation
6 if Match failed then
7 The pick-up point is not recommended;
8 else
9 xrec = 1

nbest

∑|nbest|
i=1 xi,best,where nbest denotes the number of samples in Vbest

and xi,best is the sample in Vbest;
10 xrec = Inv-normalized(xrec), where Inv-normalized(·) denotes the inverse operation

of normalization;
11 end

Figure 6(a) has shown the spatial distribution of pick-up points, and outliers can be
regarded as “noise points.” First, we randomly select a point from the set of pick-up
points and search all the points within the specified radius centered on the chosen point.
Then if the number of searched points exceeds the threshold we set, all the searched
points are grouped into one cluster, and the point selected is called the core point. Oth-
erwise, use the next point to continue the above operation. Algorithm 2 shows the com-
plete concept of order clustering based on the pick-up points set.

4.2 Order Matching

According to the clustering results in Sect. 4.1, the current best matching order can be
found from a certain category. Compared to traversing the entire historical order data,
our method has lower time complexity.

First, we calculate the category center of each category Ck, k = 1, 2, . . . ,m, which
can be defined as

ck =
1
nk

nk∑

i=1

xik, (1)

where xik denotes the i-th sample in Ck and nk is the number of samples in Ck. Then,
the feature vector v (normalized latitude and longitude) is extracted according to the
user’s current environment. Finally, the model tries to search for the best historical



Pick-Up Point Recommendation 401

Algorithm 2: Order clustering via DBSCAN
Input: search radius r, minimum number of samples within the search radius t, sample

point collection X = {x1, x2, ..., xn}, n is the number of sample points
Output: all clusters

1 while unclassified samples are existed do
2 // Select the initial point
3 Randomly select an unclassified point as the initial point x and define a new cluster

Ck = {x};
4 //Sample search
5 while untraversed points are existed in Ck do
6 Select an untraversed point xi;
7 if xi is core point then
8 All points within the search radius r of xi are classified to cluster Ck;
9 else

10 continue;
11 end
12 end
13 end
14 Output all clusters Ck, k = 1, 2, . . . ,m;

order matching from the closest category. In this paper, the distance dk between the
feature vector v and the category center Ck is defined as Euclidean distance between v
and ck. Similarly, the distance between two feature vectors is also defined as Euclidean
distance. Algorithm 3 shows the process of order matching.

dk = ‖v − ck‖. (2)

5 Experimental Results and Analysis

In this section, we conduct multiple experiments on our dataset, show the related exper-
imental results, and give the corresponding analysis.

5.1 The Analysis of Order Clustering

The clustering algorithm is carried out only on spatial locations, so we made a data pre-
processing as follows: First, we extract the latitude and longitude of the pick-up points
from each historical order. And then, we set the number of the training set and test set
account for 80% and 20%, respectively. In addition, all samples have been normalized.

Since the data in the training set is unlabeled, we introduce Silhouette Coefficient
(SC) to measure the effect of data clustering, and the Silhouette Coefficient of sample
xi is defined as

SC(i) =
b(i) − a(i)

max{a(i), b(i)} , (3)
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Algorithm 3: Order matching
Input: feature vector v, category Ck, k = 1, 2, . . . ,m
Output: the collection of best matching orders Vbest

1 Initialize:Vbest = ∅

2 //Compute the category center
3 for k = 1, 2, . . . ,m do
4 compute ck by Eq. 1;
5 end
6 // Match the category of v
7 for k = 1, 2, . . . ,m do
8 compute dk by Eq. 2;
9 end

10 The category with the short distance is regarded as the category of v, denoted as
Cv = {x1v, x2v, . . . , vnv};

11 // Order matching
12 for i = 1, 2, . . . , n do
13 compute the sample distance div between v and xiv by div = ‖xiv − v‖;
14 end
15 Select at most 3 samples with the geographic distance less than 100m from Cv as the best

matching samples and store them in Vbest;
16 if |Vbest| > 0 then
17 Output Vbest;
18 else
19 Match failed;
20 end

where a(i) denotes the average distance between xi and other samples in the cluster
of xi, and b(i) denotes the average distance between xi and all samples in the cluster
closest to xi. a(i) and b(i) can also be called the degree of dissimilarity, and the value
range of SC(i) is in [−1, 1]. Moreover, the larger the value of the SC is, then the better
the clustering effect will be.

Figure 7(a) describes the performance of DBSCAN under various parameter com-
binations (r and t in Algorithm 2). When t = 2 and r = 0.015 (the actual geographic
distance is about 1 km), the average SC of all users is the smallest. The clustering effect
of each user’s orders under the best parameter is shown in Fig. 7(b), and the results of
most users are satisfactory.

5.2 The Analysis of the Results Obtained by PPRM

In order to ensure the validity of the experiment, we first randomly drift 0–50 m for
each sample in the test dataset. Meanwhile, two metrics are introduced to measure the
performance of PPRM, i.e., prediction rate (PDR) and distance error (DisErr). PDR is
defined as

PDR =
nrec

ntext
× 100%, (4)
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Fig. 7. Clustering results via DBSCAN.

where nrec denotes the number of test samples with the pick-up points, and ntest is the
number of test samples. PPRM outputs the predicted locations in the form of latitude
and longitude, so DisErr is defined as the geographic distance by calculating the latitude
and longitude of the predicted locations and the actual locations.

According to the parameter combinations of r and t, the results of PPRM are shown
in Fig. 8. It shows that the average PDR can reach 82.38%. In other words, PPRM is
able to handle 82.38% of the demand scenarios. Moreover, the average DisErr is only
23.14 m, so the recommended and the actual point-up point can be considered as the
same POI.

In addition, for the situation where the remaining PPRM doesn’t work, our solution
is to search for the POIs, which are closest to the user from the database as the rec-
ommended pick-up points. The recommended locations in this way may not be in line
with the user’s preferences, but the unnecessary troubles caused by the user entering the
wrong location information can be avoided in many cases.

Fig. 8. The results obtained by PPRM, where the two red lines denote the mean values of PDR
(82.38%) and DisErr (23.14 m). (Color figure online)

6 Conclusion

In this paper, we deeply mine the users’ travel patterns from both temporal and spatial
information of users’ historical ride-hailing orders and summarize the general regularity
characteristics of users’ travel behavior. According to the spatial distribution of users’
historical pick-up points, we propose a pick-up point recommendation model (PPRM)
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based on DBSCAN. PPRM consists of two components: order clustering and location
recommendation. First, the historical orders of each user are clustered according to the
density of pick-up points. Then, the feature vector is extracted from the user’s current
environment. Finally, the most similar orders are searched and used as the matched
orders, and the latitude and longitude of the recommended pick-up point are output by
fusing the matched orders. The final experiment results based on real-world datasets
show that PPRM can efficiently and accurately provide users with ideal pick-up points.
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